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Representation & 
Accumulation Quantization

Chunk-Based 
Accumulation

[Wang et al., NeurIPS 2018] [Wang et al., NeurIPS 2018]

• tensors are quantized to FP8 = (1,5,2) 

• accumulations are in FP16 = (1,6,9) but require chunking

• what is the accumulation precision required?

Problem Setup

• accumulators typically designed conservatively because
swamping effects are very destructive and intractable (hard to
analyze)

• reducing representation
precision in FP format is
well studied [Wang et al.,
NeurIPS’2018]

• problem of reducing
accumulation precision
largely overlooked

Accumulation Variance
Gradient 

Accumulation
Variance Lost

• analysis reveals correlation between accumulated variance and
convergence behavior

• break point corresponds to increase in accumulation length

• hypothesis: there is a relationship between precision,
accumulation variance, and accumulation length

Variance Retention Ratio

• swamping causes loss of accumulated variance in partial sums

• variance retention ratio (VRR) is derived analytically as a function
of precision and accumulation length

• VRR ‘knee’ corresponds to the maximum accumulation length
allowed for a given precision

Convergence with Low-Precision 
Accumulation

• VRR-based analysis enables convergence with low-precision
accumulation and is tight

Hardware Benefits

• low-precision accumulation reduces hardware cost over by ~2 ×
compared to representation quantization


